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a b s t r a c t

Here we develop vasculatures for smart materials with volumetric cooling capability under time-varying
conditions. The objective is for the vascularized composite to survive without coolant flow such that its
peak temperature does not overshoot the maximum allowable level. The transient performance of four
vasculatures is reported: grids (G) and radial channels (R), and two flow directions, inlet in the center
(I) and outlet in the center (O). Designs with outlet in the center offer short response times when the
Be number is smaller than 109. Configurations with outlet in the center offer short heat removal times
and small hot volume fractions.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The tree through which water stops flowing becomes a piece of
dead wood. The river that dries up becomes arid land that turns
into desert. It is the flow that keeps all these ‘‘designed” systems
alive. These flow architectures, however, are not random and arbi-
trary – they conform to patterns commonly referred to as rules,
scaling, similarity and ‘‘design in nature” [1]. For these many phe-
nomena of design generation in time, the constructal law [1,2]
serves as unifying principle: ‘‘For a flow system to persist in time
(to live) it must evolve in such a way that it provides easier and
easier access to the currents that flow through it.” This is the time
direction of evolution as a universal phenomenon, from inanimate
flow systems to animate, social and engineered. New work and
methods for how to discover effective flow architectures are
appearing in a variety of fields, from engineering [3–20] to geo-
physics, biology and social dynamics [1,2,21–23]. This work was
reviewed most recently in Refs. [24,25].

The discovery of the relationship between the architecture of
the flow system and its global performance is key. Among the new-
est trends is the development of new smart materials with de-
signed vasculatures [1,26,27]. These new structures offer new
volumetric functionalities: self-cooling, self-healing, variable
transport properties, etc. The first prototype of smart materials
with self-healing functionality is the design with embedded micro-
ll rights reserved.

: +1 919 660 8963.
capsules of healing liquids such as epoxy [28]. When the material
is overworked and tiny cracks appear in it, the microcapsules break
and their healing agents fill, react and fuse the cracks. After a cer-
tain healing time the composite material regains its mechanical
strength properties.

The use of microcapsules is a one-shot healing process. Needed
is the capability to supply healing agents continuously (or on de-
mand) throughout the volume of the material. This calls for the
vascularization of the entire volume. Supply and evacuation net-
works are configured and distributed [1,26,27,29–32] in accor-
dance with earlier constructal designs developed for the designed
cooling performance [11–20,33–35]. The development of smart
materials is marching toward smaller scales and greater intercon-
nectedness between the small-scale details of the structure. This
trend is in response to the need to install multiple functions
throughout the material volume, for example, sensing, actuating,
self-cooling and self-healing. In this direction, the designer of the
morphing structure rediscovers the designs of nature: vascularized
materials with tree-shaped flows, multiple functionality and un-
matched robustness. The new smart materials look more and more
like animal tissues because of the design-generation direction (cf.
the constructal law), not because they are copied from nature.

In this paper we develop vasculatures for the smart materials
with self-cooling functionality. These flow designs represent an
important departure from the self-healing architectures developed
in Refs. [26,27,29–32], where the sole objective of the flow archi-
tecture was to spread the flow as uniformly as possible throughout
the volume. For self-cooling, the first function is to sense the excess
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Nomenclature

Be Bejan number, Eq. (23)
cp specific heat at constant pressure, J kg�1 K�1

C constant, Eq. (28)
dg,r channel thickness, m
D scale of the channel diameter, m, Eq. (28)
Dh hydraulic diameter, m, Eq. (25)
K thermal conductivity, W m�1 K�1

L side length of the square slab, m
Lg,r spacing between two ports on the perimeter, m
n normal direction
N number of channels, Eq. (28)
P pressure, Pa
Pr Prandtl number, Eq. (22)
q00 bottom heat flux, W m�2

Re Reynolds number, Eq. (25)
Sv svelteness number, Eq. (24)
T temperature, K
u, v, w velocity components, m s�1

V total volume, m3

Vf total flow volume, m3

x, y, z Cartesian coordinates, m

Greek symbols
a thermal diffusivity, m2 s�1

DP pressure difference, Pa
d penetration depth, m, Eq. (35)

e excess heat removal time, Eq. (32)
/ porosity
l dynamic viscosity, kg m�1 s�1

m kinematic viscosity, m2 s�1;

q density, kg m�3

r hot volume fraction, Eq. (33)
s fraction of time constants, Eq. (31)

Subscripts
c characteristic
d delay
f fluid
g grid pattern
h hydraulic
in inlet
out outlet
max maximum
min minimum
p penetration
r radial pattern
s solid
ss steady state

Superscripts
(�) dimensionless, Eqs. (9–13), (22)
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temperature that is harmful to the material and to suppress it.
After the heating attack is detected, the flow of coolant is triggered.
We are interested in the configurations that can respond to sudden
intense heating in the shortest time. Two basic configurations are
explored: grids and radial channels. Two characteristic times are
defined to assist in the evaluation – the characteristic response
time ~tss and the heat removal time e, Eqs. (26) and (32). Configura-
tions with short ~tss and e are sought. In addition, we document the
evolution of the volume fraction of relatively hot material r.

2. Numerical model and method

The vascularized composite body is a square slab of size L � L
and thickness 0.1L, which is heated from the bottom with a uni-
form heat flux q00 The other surfaces are adiabatic. Cooling is pro-
vided by an embedded three-dimensional channel network. Two
architectures are modeled and compared: (a) grids and (b) radial
channels, Fig. 1. The spacing between ports on the perimeter is
fixed (Lg = Lr). The channel thicknesses of the grids and radial pat-
terns are dg and dr, respectively. Fig. 2 shows the embedded chan-
nels in greater detail, in only one eighth of the slab. The patterns of
isotherms displayed in Figs. 1 and 2 are for the steady state, and
their calculation is described in Section 3.

Two flow directions are considered, from the center of the slab
to the periphery and from the periphery to the center. In total, four
flow configurations are explored (see Fig. 1a and b):

GI, grids with inlet in the center;
GO, grids with outlet in the center;
RI, radial channels with inlet in the center;
RO, radial channels with outlet in the center.

Several quantities are fixed: the volume of the slab V, the total
volume of the flow channels Vf (or the porosity / = Vf/V), and the
pressure difference between the inlet and the outlet (DP).
We are interested in flow configurations that can remove excess
heat in the shortest time. To achieve this, we simulated numeri-
cally the time-dependent fluid flow and temperature fields
throughout the volume occupied by solid and flow channels. The
conservation equations for mass and momentum are
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where r2 ¼ @2=@x2 þ @2=@y2 þ @2=@z2: The conservation of energy
in fluid and solid spaces requires
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where af and as are thermal diffusivities of fluid and solid, respec-
tively. The heat flux imposed from the bottom is

q00 ¼ �ks
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ð7Þ

where ks is thermal conductivity of solid. The continuity of heat flux
across the solid–fluid interfaces is expressed by
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ð8Þ

where kf is fluid thermal conductivity, and n is the vector normal to
the surface. The governing equations were nondimensionalized by
defining the dimensionless variables



Fig. 1. Slab heated with uniform flux from below: (a) Grid channels, (b) Radial channels. Steady state temperature distributions in the middle planes of the slabs (Be = 1010).
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Fig. 2. One eighth of a square slab with embedded channels: (a) Grid channels, (b) Radial channels. The center of the slab is in the upper-left corner. Steady state temperature
distributions over the surfaces of the bottom half of the slab (Be = 1010).



Fig. 3. The time evolution of the peak temperature ~Tmax (GI, Be = 109).
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~x; ~y;~z; ~n; ~Lg; r;
~dg; r

� �
¼ x; y; z; n; Lg; r;dg; r
� �

=L ð9Þ

~u; ~v ; ~wð Þ ¼ u; v;wð ÞL=af ; ~P ¼ P � Poutð ÞL2=ðlafÞ ð10;11Þ

~T ¼ T � T inð Þkf= q00Lð Þ; ~t ¼ taf=L2 ð12;13Þ

where Pout is the lowest pressure (at the outlets), and Tin is the low-
est temperature (the bulk fluid temperature at the inlets). Written
in terms of dimensionless variables, Eqs. (1)–(8) become
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where the dimensionless groups are

Pr ¼ m
af
; ~a ¼ as

af
; ~k ¼ ks

kf
ð22Þ

The imposed pressure difference (Pin � Pout) gives rise to the
dimensionless group,

Be ¼ Pin � Poutð ÞL2

laf
ð23Þ

which is the Bejan number introduced by Bhattacharjee and Gross-
handler [36] (see also Petrescu [37]).

The computations were performed using a finite-volume pack-
age [38] with first order implicit scheme for unsteady formulation,
coupled algorithm for pressure–velocity coupling and second order
upwind scheme for the energy and momentum equations. The
independence of the solution with respect to the grid size was ver-
ified by examining the values of the total mass flow rate and the
maximum temperature when the transient solutions reached stea-
dy state. The number of cells was increased in steps of 20% until
the changes in the total mass flow rate and the maximum temper-
ature were less than 1%. The nonuniform grid was denser in re-
gions where the temperature and velocity fields had greater
curvature. The residuals of the mass continuity, momentum and
energy equations were less than 10�5. The number of grid cells var-
ied from case to case; for example, the smallest number of cells
(5 � 105) was for a vascular design with radial channels, inlet in
the center and Be = 5 � 108.

3. Time-dependent conjugate heat transfer

The numerical simulations were conducted in the dimension-
less parametric domain Be = 108–1010, Pr = 6, ~a ¼ 58 and ~k ¼ 18:
These dimensionless groups represent a physical system that con-
sists of epoxy as solid and water as fluid in the dimensional domain
L � 5 cm, DP � 5–500 Pa, q00 � 103—105 W=m2 and hot spot excess
temperatures of order 102 K.
Because the total volume and the flow channel volume are
fixed, the porosity (/ = Vf/V) is also fixed. The numerical results
illustrated in this paper are for / = 0.01. The corresponding svelte-
ness number Sv equals 10. The svelteness [1,39] is a global prop-
erty of the flow architecture,

Sv ¼ external flow length scale
internal flow length scale

¼ L

V1=3
f

ð24Þ

It was shown in [39] that when Sv is greater than 10 the pressure
losses that occur at junctions are negligible in comparison with the
pressure losses distributed along the channels. In the numerical
simulations reported here the junction losses are not negligible.
The Be range of these simulations correspond to channels with
water flow at Reynolds numbers in the range 5–300. The Reynolds
number is based on the hydraulic diameter of the channel Dh,

Re ¼ qUDh

l
ð25Þ

For each of the four configurations we started the numerical
simulation from a state of uniform minimum temperature ~T ¼ 0,
with stagnant isothermal fluid in all the channels. Beginning with
~t ¼ 0; a uniform heat flux q00 is applied and maintained on the bot-
tom surface. Fig. 3 shows the evolution of the peak temperature
~T ¼ ~Tmax of the configuration GI when Be = 109. The peak tempera-
ture is located in the vicinity of corners, but the location of the hot
spot is not as important as its temperature level. We are interested
in two features:

(i) The time interval that the peak temperature needs in order
to reach steady state.

(ii) The final steady state temperature ~T ¼ ~Tmax ;ss.

In the example of Fig. 3 the peak temperature reaches steady
state at ~t ¼ 0:06. We define the characteristic response time as
the time when ~Tmax reaches 90% of ~Tmax;ss;

~Tmax ~tss
� �

¼ 0:9~Tmax; ss ð26Þ

The characteristic response time ~tss is plotted against the im-
posed pressure difference (Be) in Fig. 4. Effective cooling calls for
designs with fast response, i.e. short ~tss values. The response is fast



Fig. 4. The characteristic time ~tss as a function of the dimensionless pressure
difference Be.

Fig. 5. The variation of the steady state peak temperature ~Tmax;ss with respect to the
characteristic time ~tss.
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when the pressure difference Be is large, and in this limit ~tss de-
creases almost in proportion with Be�1:

Fig. 4 documents further the effect of the flow configuration on
the characteristic response time. When Be is less than 109, the
shorter ~tss values are offered by the configurations with outlet in
the center, and their characteristic response time is relatively
insensitive to Be. This means that the response time is governed
by the thermal diffusion across the slab, not by convection along
the L scale. When Be is greater than 109, the difference of the re-
sponse of designs with outlet in the center (GO, RO) and designs
with inlet in the center (GI, RI) vanishes, and the cooling response
time is governed by convection.

Fig. 5 shows that the steady state level reached by the peak
temperature is proportional to the time of approach to steady
state. The relationship is approximately ~Tmax;ss ffi 15~tss for the four
configurations. Such a proportionality can be anticipated based
on energy conservation and scale analysis. The total heat transfer
administered to the slab during the time tss is q00L2tss: The increase
in the internal energy of the slab is qL20:1L

� �
cP Tmax; ss � T inð Þ: By

setting the two scales equal, we obtain ~Tmax; ss � 10~tss: The factor
of order 10 (more precisely, 15, in Fig. 5) is due to the thinness
of the slab used in the present simulations, slab length/thick-
ness = 10. This scale-analysis prediction is valid provided that the
heat convected away _mcP Tmax; ss � T inð Þtss is small relative to the
heat input q00L2tss.

_mcP Tmax; ss � T inð Þtss < q00L2tss ð27Þ

We confirm this by combining Eq. (27) with the scaling law for
laminar flow in every channel

DP � C
m _m
N

L

D4 ð28Þ

where _m is the total mass flow rate, N is the number of channels in
an order of magnitude sense, and D is the scale of the channel diam-
eter. The factor C is a numerical constant of order 10. The fixed flow
volume fraction / provides a relation between N and D,

/ � ND2L

L20:1L
ð29Þ
Eliminating _m between Eqs. (27) and (28), and using the defini-
tions (12) and (23) we obtain

~Tmax; ssBe <
CN

0:1/ð Þ2
ð30Þ

This inequality is respected in the present numerical simula-
tions, because C � 10, N � 10 and / = 0.01, such that CN/(0.1/)2 is
of order 108.

4. Time delay before the coolant starts flowing

In practice the implementation of vascular cooling also requires
a system of sensing the start of uniform heating at ~t ¼ 0; and then
triggering the pumping of coolant. A time delay ~td separates the
initiation of convection cooling from the start of heating. In the
preceding section the time delay was zero. In this section the time
delay has a finite value that can be varied by design. At ~t ¼ 0; the
heat flux q00 is applied on a slab that is not bathed by the coolant
(the channels are filled with stagnant coolant). At ~t ¼ ~td; the cool-
ant starts to flow and, in time, the flow approaches a fully devel-
oped flow.

First, we determined the characteristic time of the vascular sys-
tem – the thermal inertia time, or time constant ~tc – as shown in
Fig. 6. If the coolant is not flowing, then shortly after ~t ¼ 0 the peak
temperature of the system increases linearly in time. The system is
also characterized by its steady state peak temperature ~Tmax;ss;

which occurs late enough when the coolant is flowing steadily.
The intersection of the two lines defines the time constant identi-
fied as ~tc in Fig. 6. This is the same time scale as the warm up time
~tss discussed above Eq. (27).

The time delay before the start of coolant is measured in dimen-
sionless terms as the ratio

s ¼
~td

~tc
ð31Þ

We simulated the thermal behavior of the vascular systems un-
der six scenarios, s = 0, 0.5, 0.75, 0.85, 0.9 and 0.95. The s = 0 case
means that the coolant is not flowing before ~t ¼ 0 and that



Fig. 6. The definition of the thermal inertia time ~tc of the vascular system. Fig. 8. The time evolution of the peak temperature ~Tmax of different coolant time
delay values s (RI design, Be = 109).
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immediately after ~t ¼ 0 the fluid flow is developing en route to
steady flow. We found that in both configurations with inlet in
the center (GI, RI) the total inlet mass flow rate of coolant requires
3 time steps to reach steady state (one time step is Dt = 1 s, or
dimensionless D~t ¼ 5:89� 10�5Þ.

Figs 7 and 8 show the time evolution of ~Tmax for the GI and RI
configurations when Be = 109. Important is that when the delay
time s is larger than a critical value (called s*), the peak tempera-
ture overshoots the steady state level. In practice, the overshoot
must be avoided so that the peak temperature worthiness of the
vascular design continues to be described by the steady state peak
temperature. The longer the time interval in which the vascular de-
sign is safe to operate without coolant flowing, the shorter the ex-
Fig. 7. The time evolution of the peak temperature ~Tmax of different coolant time
delay values s (GI design, Be = 109).
cess heat removal time. A large s* (or ~t�d) value is attractive in the
heat removal time comparison, provided that ~tc is a constant for
all competing configurations. In this study ~tc varies from case to
case indicating that the parameter s* (or ~t�d) is not sufficient for
the heat removal time comparison. For example, in Table 1 we
showed the s*, ~t�d and ~tc values of the GI configuration when
Be = 108 and 1010; Intuitively, because the flow network architec-
ture does not change, with Be = 1010 we can keep the coolant stag-
nant longer than with Be = 108. However, Table 1 showed that
Be = 108 has noticeably larger s* and ~t�d values than Be = 1010, and
this is the result of having different ~tc values. Hence, the time for
the removal of excess heat is more suitable for discussion,

e ¼ ~tc � ~t�d ð32Þ

The value of s is still useful as it provides a systematic approach
for the search of e values.

In the examples provided in Figs. 7 and 8, the critical s values
are s* = 0.92 and 0.91, and the corresponding heat removal times
are e = 10�3 and 9.7 � 10�4. We performed a large number of sim-
ulations to discover how the heat removal time e varies with Be
and the flow configurations. The results are presented in Fig. 9.
Configurations with small e values are preferred. The designs with
outlet in the center dramatically outperform the designs with inlet
in the center. Among the four configurations, the grid with outlet
in the center is the most effective design. The heat removal time
e decreases as the pressure difference Be increases, provided that
the design with inlet in the center is used. For designs with outlet
in the center, e decreases as Be increases when Be is greater than
109; furthermore, the Be value has a minor effect on the heat re-
moval rates if the flow system cannot maintain a pressure differ-
ence higher than 109.
Table 1
The ~tc effect on the inadequate usage of s* and ~t�d for the heat removal time discussion.

s* ~t�d ~tc

Be = 108 0.98 8.8 � 10�2 9 � 10�2

Be = 1010 0.73 1.76 � 10�3 2.4 � 10�3



Fig. 9. The comparison of the excess heat removal time e of four configurations at
different Be values.

Fig. 10. The hot volume fraction of the solid domain of four configurations at five Be
values.

Fig. 11. The hot volume fraction of the fluid domain of four configurations at five Be
values.
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5. Time evolution of the hot volume fraction

The cooling performance of flow configurations can be evalu-
ated by monitoring their temperature distribution and hot volume
fraction. We discussed the temperature distribution in Sections 3
and 4. In this section we will report the hot volume fraction, which
is defined as

r ¼ Vhot

V
ð33Þ

where Vhot is the volume of material with temperatures between
~Tmax and ~Thot

~Thot < ~T < ~Tmax

� �
such that ~Thot approaches ~Tmax with-

in 10 percent,

~Tmax � ~Thot

~Tmax � ~Tmin

6 0:1 ð34Þ

Consider first the distribution of the hot volume (the solid vol-
ume rs and the fluid volume rf) of each configuration when the
transient simulations reach steady state. The hot volume fractions
rs and rf are determined by substituting local values of ~Tmax; ~Tmin

and ~Thot in the solid and fluid domains in Eq. (34). The results ob-
tained for the hot volume fraction of the solid domain are shown in
Fig. 10. We see that when Be is smaller than 1010 the designs with
outlet in the center have smaller rs values than the designs with
inlet in the center. Smaller rs values are more advantageous for
the safe operation and mechanical worthiness of the solid struc-
ture. Fig. 10 also shows that the choice between grids and radial
channels is minor. The more effective way to reduce the hot vol-
ume fraction is to orient the flow from the periphery to the center
(GO and RO). The hot volume fractions in the fluid domain is re-
ported in Fig. 11. When the inlet is in the center, radial patterns
have smaller hot volume fractions. The grids are desired configura-
tions provided that the outlet is located in the center.

The time evolution of hot volume fractions of two configura-
tions (GI and RI, Be = 109) is shown in Figs. 12 and 13. The hot vol-
ume fraction of the fluid domain is generated by two mechanisms,
convection and conduction. As shown in Figs. 12 and 13, the hot
volume fraction of the fluid volume rf rises in 6 time steps and
reaches a maximum, after which it converges to the steady state.
These first steps account for the transient convection of the flow
of fluid and heat. Later, the heat penetrates the flow network and
the hot volume fraction converges to the steady state value.

We defined ~tr;ss as the time when r reaches 90% of the steady
state value. We compared ~tss with the time ~tr;ss discussed in Sec-
tion 3 in Table 2. The results show that rs, f reaches steady state
much faster than ~Tmax: This is due to the fact that the evolution
of the hot volume fraction is ruled by the penetration of heat
through the slab. The penetration time for the solid volume of
the slab is

tp �
d2

a
ð35Þ



Fig. 12. The time evolution of the hot volume fraction of the GI configuration when
Be = 109.

Table 2
The time required for the hot volume fraction and the peak temperature to reach
steady state in the GI and RI configurations when Be = 109.

~tss ~tr;ss;s ~tr;ss;f

GI 2.67 � 10�2 1.65 � 10�3 2 � 10�3

RI 2.27 � 10�2 1.47 � 10�3 2.65 � 10�3
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where d is the penetration depth. Eq. (35) was nondimensionalized
by using Eqs. (13), Eq. (22) and ~d ¼ d=L;

~tp �
~d2

~a
ð36Þ

If the heat penetrates directly from the bottom surface to the
top plane, then if we substitute ~d ¼ 0:1 in Eq. (36), we obtain the
penetration time ~tp ¼ 1:72� 10�4 Substituting ~d ¼ 0:5 in Eq. (36)
yields the penetration time from the periphery to the center, which
is ~tp ¼ 4:3� 10�3. The ~tr;ss values reported in Table 2 fall between
the heat penetration times from the bottom to the top and from
Fig. 13. The time evolution of the hot volume fraction of the RI configuration when
Be = 109.
the perimeter to the center. This agreement is reasonable in view
of the fact that in the numerical simulation the heat wave has to
overcome the flow network as well.

6. Conclusions

In this paper we documented the transient heat transfer perfor-
mance of cooling vasculatures. Four configurations defined by two
flow architectures (grids and radial patterns) and two flow direc-
tions (from the center to the periphery and from the periphery to
the center) compete for short characteristic response time ~tss, short
excess heat removal time e and low hot volume fraction r.

In Fig. 4 we showed that designs with outlet in the center out-
perform the designs with inlet in the center because they have
noticeable shorter characteristic response times, provided that Be
is less than 109. When Be is greater than 109, the main heat transfer
mechanism is convection, and this accounts for the minor differ-
ences in selecting designs for short characteristic response time.
We showed in Fig. 5 that the relationship between the peak tem-
perature and the characteristic response time is ~Tmax;ss ffi 15~tss.

We also documented the effect of the time delay that separates
the cooling process from the start of heating attack. Attractive are
the configurations with fast heat removal time: the designs with
outlet in the center outperform the designs with inlet in the center.
The grids with outlet in the center (GO) have the shortest heat re-
moval time, and the grids with inlet in the center (GI) have the lon-
gest heat removal time.

The volume fraction that is at high temperature is an important
factor for effective cooling vasculatures. Configurations with low
hot volume fractions are sought. When the hot volume fraction
of the solid domain rs is considered, the designs with outlet in
the center outperform the designs with inlet in the center patterns.
Choosing between grids and radial patterns does not yield signifi-
cant reductions in the hot volume fraction, Fig. 10. The radial pat-
terns with inlet in the center have the lowest fluid hot volume
fraction rf ; provided that Be is larger than 108. The time evolution
of the hot volume fraction provides an alternative to studying the
thermal penetration time of objects with cooling vasculatures.
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